
Contributions
• 3D sparse diffusion models 
• Integrated with neural rendering
• Photorealism & robust consistency
• Large-scale 3D scene generation

Future directions
• 3D sparse latent diffusion models
• Advanced scene representation
• Conditional generation

Sat2Scene: 3D Urban Scene Generation from Satellite Images with Diffusion
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4.3. Qualitative comparison

Fig. 4 includes the visualization results for six samples gen-
erated by our method and two baselines. For MVDiffu-
sion [36] and our method, we generate 48 frames for every
scene with the interpolated poses between the 8 poses given
by the dataset. Since the memory needed by Sat2Vid [19]
inflates extremely with a lot of frame generation, we keep
its frame number to 8 and decrease its video FPS for syn-
chronized visualization with other 48-frame videos. Both
Sat2Vid and our method show good consistency between
frames since the texture features are tiled on the scene ge-
ometry. Instead, while MVDiffusion connects frame texture
features via geometric correspondences and limits the sim-
ilarity, it may still struggle to guarantee complete consis-
tency between frames. This challenge could become partic-
ularly severe for 2D methods when dealing with a smaller
overlap ratio in the training data. For instance, the average
foreground overlap between two neighboring “key” frames
is ⇠42% in HoliCity [45], as opposed to ⇠65% in Scan-
Net [8] used in MVDiffusion, which could be the primary
reason that it presents an inferior consistency compared
with the results reported in its original paper. When con-
sidering photorealism, our method and MVDiffusion gen-
erate more plausible textures for the building facades than
Sat2Vid. MVDiffusion can output more diversified building
textures than ours. We infer this is because the LDMs [32]
embedded in MVDiffusion have a higher ability to memo-
rize and generate texture patterns with its large number of
pre-trained parameters, compared with the diffusion model
used by our method. In short, ours achieves a commend-
able equilibrium between the photorealism and consistency
of synthesized results, showcasing a balance superior to
Sat2Vid and MVDiffusion.

4.4. Ablation study

We further conduct ablative experiments to validate the ef-
fectiveness of the three components utilized in our method.
• w/o pt-rsmp: Do not use point resampling for balancing

the point density of point clouds in the generation phase
as mentioned in Sec. 3.3, use the pinhole views back-
projection; The 3D diffusion model is directly trained on
this structure and no neural rendering in this variant as we
can directly take the colors from the denoised point cloud;

Variant / Metric FID # KID⇥100 # Dep. RMSE

w/o pt-rsmp 131.38 12.66±0.12 -
w/o pt-aggr 85.58 7.79±0.08 3.22
w/o dep-sup 80.40 7.22±0.08 3.44

Ours 71.98 5.91±0.06 3.07
Table 2. Ablative evaluation of our method. The result shows
the effectiveness of each component.

• w/o pt-aggr: Do not use point aggregation in the render-
ing phase, use voxel-based interpolation from the output
of the feature extractor;

• w/o dep-sup: Do depth supervision in training the neural
renderer, loss only calculated from color difference.

We remove each operation individually from our full model
training procedure and present the quantitative evaluation
results in Tab. 2 and the visualization results in Fig. 5. Since
the inter-frame consistency performance of each method is
very similar, we only compare the quality measures FID
and KID, and further calculate the RMSE value of the depth
map (except w/o pt-rsmp because it always gets groud-truth
depth). It can be observed that removing any of these oper-

w/o pt-rsmp w/o pt-aggr w/o dep-sup Ours

Figure 5. Qualitative ablation study. We present exemplary qual-
itative results for various ablations of our method. The rendered
images visibly contain more details and the depths are recovered
better with our full method. The second line of each example
shows the depth in pseudo colors, except the bottom left ones
which are GT images.
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Figure 4. Qualitative baseline comparison on the HoliCity [45] dataset. Our method produces higher-quality video with better temporal
consistency compared with the baselines. Please use Adobe Reader / KDE Okular to see animations.

Method / Metric FVD# KVD⇥100# FID# KID⇥100# PSNR" SSIM" LPIPS# User study

Sat2Vid 37.06 4.03±0.05 137.84 13.76±0.10 25.25 0.741 0.252 2.92%
InfiniCity - - 108.47 8.40±0.10 - - - -
MVDiffusion 22.79 2.36±0.03 50.78 4.14±0.07 17.56 0.593 0.259 15.62%

Ours 20.30 1.90±0.03 71.98 5.91±0.06 31.54 0.956 0.237 81.46%
Table 1. Quantitative baseline comparison. Sat2Scene outperforms the baselines in most of the metrics including the overall video
quality and the temporal consistency measures.

4.2. Quantitative comparison
The quantitative evaluation results can be found in Tab. 1.
Our method outperforms the baselines in most cases ex-
cept FID and KID where we are second only to MVDif-
fusion [36]. Meanwhile, we hold better FVD and KVD
scores, which are more comprehensive metrics for the over-
all video quality comparison. This is very well aligned with
the user study, where the videos generated by our method
are more recognized and liked by the users. Since MVDif-
fusion [36] is a 2D diffusion model built on top of powerful
LDMs and ControlNet with billions of parameters and using
a pre-trained model, the generated (single) images are there-
fore reasonably photorealistic. This is reflected in their FID
and KID scores that emphasize more on the reality of iso-

lated individual frames. However, the video realism of im-
age sequence not only depends on the quality of individual
frames but also on the temporal consistency between them.
Despite the proposed CAA module helping to maintain tem-
poral consistency, it may not generate frames as consistent
as rendering from a 3D representation, resulting in infe-
rior FVD and KVD scores than our method. This indi-
cates that our generated frames hold very well consistency,
which can be also verified in the cross-frame consistency
measures PSNR, SSIM, and LPIPS, where we outperform
all the baselines. It is noteworthy that Sat2Vid [19]’s 3D-
2D point-to-pixel correspondence is strictly maintained, the
inferior score in consistency measures may be because their
2D upsampling module breaks the original consistency.

Why 3D generation?
• Consistency naturally holds
• Do not need preset trajectory

Why diffusion models
instead of GANs?
• Better performance
• Stability during training
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Baselines w/ different generative models
• Sat2Vid: 3D GAN-based method
• InfiniCity: 2D GAN-based method
• MVDiffusion: 2D diffusion-model-based method

Baseline comparison
• HoliCity dataset
• GT geometry
• Various metrics

Model generalization  OmniCity dataset, long-seq generation on predicted geometry 

Ablation study
• w/o point resampling
• w/o point aggregation
• w/o depth supervision
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